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In the last decade Bayesian methods have begun to find their way into the toolkit of plant disease epidemiologists. These methods have generally been in two main areas of application: (1) in the development and evaluation of disease predictors, and; (2) in parameter estimation in epidemiological models. To date, there has been more interest in the first of these areas than the second but the availability of user-friendly software for Bayesian parameter estimation (see http://www.mrc-bsu.cam.ac.uk/bugs) is likely to encourage more plant disease epidemiologists to use Bayesian methods in estimating model parameters. In this paper we will give a broad introduction to the use of Bayesian methods in plant disease epidemiology, paying particular attention to the two areas mentioned above. The paper has three sections.
The first section will focus on the evaluation of disease predictors and diagnosis tests. Parameter estimation will be treated in the second section. The differences between frequentist and Bayesian methods will be discussed in each case. In the third section we will give our views of the immediate future for this type of analysis in plant disease epidemiology based on our experiences so far. Here we briefly introduce some ideas from each section and raise key questions for the discipline.
(i) Bayes theorem allows us to connect the prior and posterior odds for disease when using a predictive model or a diagnosis test with known predictive accuracy. The posterior odd is found to be the product of the prior odds and the likelihood ratio of the predictor. The likelihood of the predictor depends on the predictive accuracy of the model or diagnosis test. One argument for adopting a Bayesian approach to evaluating decision tools is that it allows users to operate the tool at a threshold which suits their attitude to risk. This type of approach is currently very much in vogue with funders and policy-makers who wish to promote end-user involvement in research. However, the Bayesian approach is inherently probabilistic so it confronts the user with uncertainty. Is this a good idea for the discipline?
(ii) Arguably the difference between Bayesian and frequentist approaches is more important in parameter estimation than in prediction.  The important difference is that in the Bayesian framework parameter estimates are based on a combination of prior information about parameter values and the likelihood estimated from the data.  In the frequentist (i.e. classical) approach only information from the likelihood is used. One advantage for the Bayesian approach (which may also be a weakness) is that it can incorporate expert knowledge and, consequently, makes the estimation possible even where empirical data are scarce. For example, Bayesian methods can be used to update the predictions of a dynamic model using one or few measurements obtained during the crop growth period. There have been few published examples of Bayesian parameter estimation in the literature and in at least one case the authors reported that the Bayesian estimates were the same as the classical ones. A key question is whether Bayesian parameter estimates will improve our models or not?
(iii) The use of Bayesian methods in predictor and diagnosis test evaluation will continue. It is unclear whether Bayesian parameter estimation will become more widely used in the near future. Plant and disease measurements during the crop growth period are in fact increasingly commonly available due to the development of measurement tools based on remote sensing or biotechnology techniques (e.g PCR). In the future, such measurements could be used to correct dynamic models in real-time and improve their performances. Bayesian methods could be helpful in this context.
